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Instrumental analytical methods are studied from the point of view of the information content
of the signal, whose intensity or both position and intensity are sources of relevant information.
The information content is expressed with the aid of the divergence measure in units defined by the
unit isoinform. If both the intensity and the position of the signal are sources of information, it is
assumed that they are mutually independent or that the measurement of the signal intensity is
carried out with accuracy which depends on the signal position.

Instrumental apalytical methods can be generally defined as processes of obtaining relevant
information about the chemical composition of matter or about the structure of chemical com-
pounds. Such a process procecds in two steps: in the first one, the information is created and coded
in the form of a signal, in the second one it is decoded. The first step (creating information)
proceeds with an instrumental analytical method in a real system (apparatus), namely so that
a sample enters the system whose output gives a signal bearing information about the com-
position or structure of the sample. The signal, which is rcalized by a change of a physical state
(usually electric current or voltage), is often two-dimensional, i.e., it has a certain intcnsity y; in
a certain position z;. Tn instrumental methods of chemical analysis, the signal intensity y;, is
usually the source of relevant information; the signal position z; is often a priori known or the
assignment of the signal position to a certain component is done so that the value of z; is irrelevant
as a source of information. In instrumental methods of structural analysis and sometimes also
in chemical quantitative analysis both the intensity y; and the position z; of the signal can be
sources of relevant information. The information content of instrumental analytical methods
where only the signal intensity is the source of relevant information has already been studied! ~3.

The present work is devoted to the case where both the intensity y; and the position z; of the
signal are sources of relevant information and both simultaneously control the information content
of the results.

THEORETICAL

The information content of the results of chemical or structural analyses can be
expressed in different ways; the divergence measure proved most suitable for this
purpose®, therefore we shall use it in the present work. The information content (gain)

. Part XV in the series Theory of Information as Applied to Analytical Chemistry; Part XIV:
This Journal 45, 2516 (1980). ‘
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expressed by the divergence measure is conditioned only by the a priori and a poste-
riori probability distributions. The former characlerizes preliminary assumptions
about the unknown but fixed value X; (content of the determined component, mea-
sured physical quantity) for thei-th component (i = 1,2, ..., k), or about the position
Z; and the intensity Y; of the signal, and has a probability density py(x), po(y), and
po(z) respectively. The result obtained by an analysis or a measurement is represented
by a continuous random variable ¢, which takes on values x; ; (i =1,2,....k;
j =1,2,...,n, where n is the number of repetitions), the signal intensity #; takes on
values y; ; and the position {; takes on values z; ;. The probability distributions of
these random variables are described as a posteriori distributions with probability
densities p(x), p(y), and p(z) respectively. For each component i we have conditions
po(x) > 0 and p(x) Z 0 for x € {x,, x,), where x, is the lowest and x, the highest
value which, according to our presumptions, the true content X can assume. When
we consider the intensity and the position of the signal, then py(y) > 0 and p(y) 2 0
for ¥ € (Ymins Ymaxy and po(2z) > 0, p(z) 2 0 for 2 € {Zpmins Zmax?> WHEIE Yinins Zanin ATE
the smallest and y,..., Zmax the highest values of the intensity and the position, which
can be measured or recorded by the apparatus used. The relation between x,, x,
and Ymin» Ymax 19 i substance given by the sensitivity of the apparatus. For the simplest
case of a linear dependence y = bx, where b = dy[dx = const. in the whole interval
(x4, X, ), this relation is illustrated in Fig. 1.

With the use of the divergence measure, when we consider the true content X; and
the information about its value &; obtained by an instrumental method, the inform-
ation content is given as

(a, po) = JHP(X) In ;p%;)) dx. 0]
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The a priori probability distribution will depend on our preliminary knowledge of
the value of X. If we do not know anything more than an interval, in which the value
of X; can lie anywhere with the same probability, we use the continuous rectangular
distribution:
1(x5.— x for x € (xy, x3)
pole) = (Yo ) n (20
AN otherwise
If we assume that the fixed unknown quantity X; is equal to the values of ug” which
lies in the interval {xypy x5, namely pu® = 0-5(x, + x,), we can consider the a priori
distribution to be normal with a variance (o§”)?, where o = (x, — x,)/K, hence

K

sl R el )

For K 2 6 we have [{2po(x) dx & 1, [22xpe(x) dx » uf” and [2(x — uP)? po(x) -

x & (6§V)2 Since the results of measurements in instrumental chemical and
structural analysis are usually normally distributed, the a posteriori probability
distribution is given as

e[S ©

where necessarily x; + 36 £ u® < x, — 36", Then the information content
takes on, in the case of a rectangular a priori distribution the value

Pox)

(Xz - x)4/n
o \/(211:6) )

where /(2ne) = 4:13273. In the case of a normal a priori distribution according to
Eq. (2b), the information content is given as

o) = O B S () () ] e

For ™ « x, — x; and p{” ~ u®, which is common in analytical practice, it
takes on the form

1(p, po) =

(x; — xl) Jn (55)
PN

which is analogous to Eq. (4) with the only difference that for K = 6 we have

J(K2) = 989233,

I(p, po) = In
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In the case when the results of instrumental chemical or structural analysis do not
refer to a value but rather to an intensity Y; and, contingently to a position Z, of the
signal, we can use, as an a priori distribution, the rectangular one, for example for
the signal intensity

Pu(,V) — < lI(.anx - thiu) for ¥ € (Yumins Ymax) (2‘,)
0 otherwise

and analogously for its position, or we can use the normal distributions for arguments

y and z with functions analogous to (2b). If only the intensity #, is the source of

relevant information, then the information content is for a rectangular a priori

distribution, of the size

(Ymax = Ymin) /1

o /(2ne) (6a)

I(p, po) = In
and for a normal a priori distribution

I(p, po) = In % , "

where K = 6. These expressions are analogous to (4) and (5b), but they have identical
meaning only in a special and in the analytical practice rather exceptional case. While
the quantities x, and x, in Eqs. (4) and (5b) characterize our a priori knowledge about
the value of X, Ypmin and Yy in (64, b) are given by technical parameters of the device
used in the analysis.

If both the intensity #; and the position {; of the signal are sources of relevant
information and they are mutually independent or the parameters of their a priori
distributions are functionally interrelated, we define the information content with
the use of the divergence measure as

_r 0 Ao 28 4,
1, po)_Jymm Wy 1o 22y +L., Wy B o o)

In the case of a priori rectangular distributions po(y) and pe(z) according to (2c)
and normal a posteriori distributions p(y) and p(z) with probability densities analo-
gous to Eq. (3) and with the assumption that n; and {; are mutually independent,
the information content equals

(Vimax = Youin) (Zemax — Zmin) 'l
I(p, po) = In e (7a)
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where 2me = 17:07947. For normal a priori distributions po(y) and po(z) with
probability densitics analogous to (2b) and for independent #; and &;, the information
content is

Ymax — i Zmax_— Zmin) 1
I(p, py) =In ( 'hkmzlnza((y;‘:(z) ) ) (7b)

where K 2 6. If the parameters of the a posteriori distributions p(y) and p(z) are
functionally interrelated (this, of course, does not mean a stochastic dependence of
the signal position and imensity), the information content can be determined analo-
gously. A dependence of the type 6 = f(u®) is rather frequent in the analytical
practice; then the information content for a rectangular a priori distribution becomes

I(p, = In _(Mymin)wy! .
(P, Po) 2mea®f (1) (8a)

and for a normal a priori distribution,
105, po) = tn (mox = o) Conas = Zma) 1 »

K2 ea.(z)f(u(z))

The function f(u®) can be usually expressed by a polynomial of the form o =
r

.
=Y o (1) or 6 = ¥ oP(u™) 7 for r £ 4.
j=o =0

Instrumental analytical methods lead usually to the detcrmination of several com-
ponents simultaneously, so that we shall consider rather the amount of information
obtained from all signals simultaneously. The case where solely the signal intensity
is the source of relevant information was studied by Danzer?. If both the signal po-
sition and the intensity are sources of relevant information, then the amount of
information is

M(p.p2) = 3105, 20 ©

where i = 1,2, ... k, (k is the number of determined components) and I(p, po); is the
information content of the determination of the i-th component according to (7a, b)
or (8a, b).

In this way it is possible to determine the amount of information only in the case
of a perfectly sclective analytical method, where the analytical signals do not overlap.
If they do overlap, so that we must separate them by calculation, the precision of the
determination of the signal intensity decreases. In the relatively favourable case when
two neighbouring signals partially overlap and their separation causes an increase
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of the standard deviation of each of them, 6% = \/[(¢{’)? + (¢¥°)?], and assuming
¢ = 0¥ = ¢» we have ¢’ = ¢® /2. The information content for the cases
expressed by Eqs (6a, b) or (7a, b) is then smaller by In (1/,/2) = 0-34657 natural
units. In practice, of course, the increase in o caused by separation of the signals
can be much larger and the amount of information smaller than in the indicated case.
However, if we do not separate the signals, then the value of k in Eq. (9) decreases
by 2 for every couple of mutually overlapping signals and the amount of information
decreases much more than by increasing the value of o® to o0,

The discussion on the propertics of Egs (4), (5b), (6a, b) through (9) would be of
no special practical value and we shall return to this point in our later work dealing
with analytical problems. Here, in conclusion, we shall mention the reliability of
analytical results for the case where both the intensity and the position of the signals
are sources of relevant information. (The case when only the intensity is the source
of relevant information was already discussed® with the use of the quantity A(p/q).)
Here, assuming that no stochastic dependence exists between the position and the
intensity, we shall introduce the quantity

5 5@

ALpo()[p0). po2)fp()] = —In (2n0®0) ;[(—) ¥ (T)] 0

Similarly as in the quoted paper, we can also here introduce thc mean accuracy 4 and
the total accuracy 4, and use them especially in optimization of the conditions under
which the instrumental or structural analyses are carried out.

REFERENCLS

. Eckschlager K.: This Journal 47, 1875 (1976).

. Danzer K.: Z. Chem. 15, 158 (1975).

. Eckschlager K.: Z. Chem. 16, 111 (1976).

. Eckschlager K., St&pének V.: Information Theory as Applied to Chemical Analysis. Wiley,
New York 1979.

5. Eckschlager K., Stépanek V.: This Journal 45, 2516 (1980).

AW =

Translated by K. Micka.

Collection Czechoslovak Chem. Commun. [Vol. 46] [1981]





